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What is an image?

a representation, likeness, or imitation of an
object or thing

a vivid or graphic description

something introduced to represent
something else



DIGITAL IMAGE




DIGITAL IMAGE




ZS

object

FROM ANALOG TO DIGITAL

Imaging
systems

observe

Sample and
quantize

O

Digital

digitize

» storage

(disk)

| Digital

computer

| On-line
buffer

—

store

process

Refresh
/store

~ Display) output

Record




Sampling

256X256 64x64




Quantisation — 8 bits

255

255

255

255

255




Quantisation cont.

256x256 256 levels 256x256 32 levels




Quantisation cont.




Coloured Image

1. 2E30 12 Blue 0 d1tw 7%
0,202 0 d627 2002 0.2902 0, 442

62y (BT W77 0 2085 () 2IRM

2z 0 Q627 GIND DOINZ2 2588 N
MO IE G 12 D298 Do25sE O
05170 O 1o O.dGET o OB D 1022 . 2588

1 U (). 22535 440 Red o 712 0765 o
0 ] 5176 Q.68 0.5804 07765 0
1] 29002 S ) q |

L8

10



Intensity (Gray-Level) Image




Binary Image




Image Processing

manipulation of multidimensional signals

image (photo)
f(xy)

t(x,y,1)

video

CT, MRI
f(x,Yy,z1)



» What is Digital Image Processing?

Digital Image
— a two-dimensional function
x and y are spatial coordinates

The amplitude of 7 iscalled\intensity or gray level at the
point (x, y) fXY) P

Digital Image Processing

— process digital images by means of computer, it covers low-,
mid-, and high-level processes

low-level: inputs and outputs are images
mid-level: outputs are attributes extracted from input images
high-level: an ensemble of recognition of individual objects

Pixel
— the elements of a digital image
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Origins of Digital Image Processing

FIGURE 1.1 A
digital picture
produced in 1921
from a coded tape
by a telegraph
printer with

special type faces.
(McFarlane.")

Sent by submarine cable \
between London and New
York, the transportation
time was reduced to less
than three hours from

more than a week
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Origins of Digital Image Processing

FIGURE 1.4 The
first picture of the
moon by a U.S.
spacecraft. Ranger
7 took this image
on July 31, 1964 at
9:09 AM. EDT,
about 17 minutes
before impacting
the lunar surface.
(Courtesy of
NASA.)
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Sources for Images

Electromagnetic (EM) energy spectrum
Acoustic

Ultrasonic

Electronic

Synthetic images produced by computer
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Electromagnetic (EM) energy spectrum

Energy of one photon (electron volts)
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Gamma rays X-rays Ultraviolet Visible Infrared Microwaves Radio waves

FIGURE 1.5 The electromagnetic spectrum arranged according to energy per photon.

Major uses
Gamma-ray imaging: nuclear medicine and astronomical observations
X-rays: medical diagnostics, industry, and astronomy, etc.

Ultraviolet: lithography, industrial inspection, microscopy, lasers, biological imaging,
and astronomical observations

Visible and infrared bands: light microscopy, astronomy, remote sensing, industry,
and law enforcement

Microwave band: radar
Radio band: medicine (such as MRI) and astronomy
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Examples: Gama-Ray Imaging
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FIGURE 1.6
Examples of
gamma-ray
imaging. (a) Bone
scan. (b) PET
image. (c) Cygnus
Loop. (d) Gamma
radiation (bright
spot) from a
reactor valve.
(Images courtesy
of (a) G.E.
Medical Systems,
(b) Dr. Michael
E. Casey, CTI
PET Systems,

(c) NASA,

(d) Professors
Zhong He and
Dawvid K. Wehe,
University of
Michigan.)
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CT. (d) Circuit boards. (¢) Cygnus Loop. (Images courtesy of (a) and (c) Dr. David
R. Pickens, Dept. of Radiology & Radiological Sciences, Vanderbilt University Medical
Center; (b) Dr. Thomas R. Gest, Division of Anatomical Sciences, University of Michigan
Medical School; (d) Mr. Joseph E. Pascente, Lixi. Inc.; and (e) NASA.)

a FIGURE 1.7 Examples of X-ray imaging. (a) Chest X-ray. (b) Aortic angiogram. (c) Head
b
ce

20



Examples: Ultraviolet Imaging

a b
C

FIGURE 1.8
Examples of
ultraviolet
imaging.

(a) Normal corn.
(b) Smut corn.

(c) Cygnus Loop.

(Images courtesy
of (a) and

(b) Dr. Michael
W. Davidson,
Florida State
University,

(c) NASA.)

21



Examples: Light Microscopy Imaging

FIGURE 1.9 Examples of light microscopy images. (a) Taxol (anticancer agent),
magnified 250X. (b) Cholesterol—40X. (¢) Microprocessor—60X. (d) Nickel oxide
thin film—600X. (e) Surface of audio CD—1750X. (f) Organic superconductor—
450X. (Images courtesy of Dr. Michael W. Davidson, Florida State University.)
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Examples: Visual and Infrared Imaging

FIGURE 1.10 LANDSAT satellite images of the Washington, D.C. area. The numbers refer to the thematic
bands in Table 1.1. (Images courtesy of NASA.)
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Examples: Visual and Infrared Imaging

TABLE 1.1
Thematic bands
in NASA’s
LANDSAT
satellite.
Band No. Name Wavelength (pum) Characteristics and Uses
1 Visible blue 0.45-0.52 Maximum water
penetration
2 Visible green 0.52-0.60 Good for measuring plant
Vigor
3 Visible red 0.63-0.69 Vegetation discrimination
4 Near infrared 0.76-0.90 Biomass and shoreline
mapping
5 Middle infrared 1.55-1.75 Moisture content of soil
and vegetation
6 Thermal infrared 10.4-12.5 Soil moisture: thermal
mapping
7 Middle infrared 2.08-2.35 Mineral mapping
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Examples: Infrared Satellite Imaging




Examples Automated Vnsual Inspection

FIGURE 1.14
Some examples
of manufactured
goods often
checked using
digital image
processing.

(a) A circuit
board controller.
(b) Packaged pills.
(c) Bottles.

(d) Air bubbles
in a clear-plastic
product.

(e) Cereal.

(f) Image of
intraocular
implant.

(Fig. (f) courtesy
of Mr. Pete Sites,
Perceptics
Corporation.)

27



Examples Automated Vlsual Inspectlon

Results of
automated
reading of the
plate content by
the system

The area in which

the imaging

system detected
the plate

N

FIGURE 1.15
Some additional
examples of
imaging in the
visual spectrum.
(a) Thumb print.
(b) Paper
currency. (¢) and
(d) Automated
license plate
reading.

(Figure (a)
courtesy of the
National Institute
of Standards and
Technology.
Figures (c) and
(d) courtesy of
Dr. Juan Herrera,
Perceptics
Corporation.)
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FIGURE 1.16
Spaceborne radar
image of
mountains in
southeast Tibet.
(Courtesy of
NASA.)

Example of Radar Image
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Satellite image
Volcano Kamchatka Peninsula, Russia

1 GOES-10 1-KM VISIBELE ON S JAN 03 AT 20:30 UTC (SSEC:UW-MADISMdIDAS
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S JAN 03

Satellite image
Volcano in Alaska

AT 20:45 UTC

GOES-8 1-KM VISIBELE ON S5 JAN O3 AT 20:45 UTC (SSEC:UW-MADISOHELDAS
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Medical Images:
MRI of normal brain

mamillary body

. Optic tract

insula

—— Substantia
nigra

pineal

red

nucleus

corpus callosum -
splenium ™~ superior sagittal
sinus
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http://www.med.harvard.edu/AANLIB/cases/caseM/mr1_t/024.gif

Medical Images:
X-ray knee

33



Medical Images: Ultrasound

Five-month Foetus (lungs, liver and bowel)
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Astronomical images

Spiral Galaxy NGC 1232 - VLT UT 1 + FORSI

ESO IR Photo 37098 (23 September 1998) £ Earvpean Somhem Obsenaiory R
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Examples: MRI (Radio Band)

ab

FIGURE 1.17 MRI images of a human (a) knee. and (b) spine. (Image (a) courtesy of
Dr. Thomas R. Gest, Division of Anatomical Sciences. University of Michigan Medical
School. and (b) Dr. David R. Pickens, Department of Radiology and Radiological Sci-
ences. Vanderbilt University Medical Center.)

36



Examples: Ultrasound Imaging
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FIGURE 1.20
Examples of
ultrasound
imaging. (a) Baby.
(2) Another view
of baby.

(¢) Thyroids.

(d) Muscle layers
showing lesion.
(Courtesy of
Siemens Medical
Svstems. Inc..
Ultrasound
Group.)




Fundamental Steps in DIP

Extracting image

Outputs of these processes generally are images components

Wavelets and
multiresolution Compression

processing

Color image
processing

Morphological
processing

Improving the 1

appearance j> llTIE'lgC . Partition an image IntO chn]cn[aliun
restoration its constituent parts or
objects
Result is more
swtab!e_than Image Represent image for Representation
the original Il filtering and computer processing I & description

enhancement

Image
acquisition

Object
recognition

Outputs of these processes generally are image attributes

Problem —
domain
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Light and EM Spectrum

Energy of one photon (electron volts)
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Visible spectrum

0.4 X 107° 0.5 % 107° 0.6 X 107° 0.7 X 107°
Ultraviolet Violet Blue Green Yellow  Orange Red Infrared

C=Av E =hv, h: Planck’s constant.
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Light and EM Spectrum

The colors that humans perceive in an object are

determined by the nature of the light reflected
from the object.

e.g. green objects reflect light with wavelengths primarily
in the 500 to 570 nm range while absorbing most of the
energy at other wavelength

40



Light and EM Spectrum

Monochromatic light: void of color
Intensity is the only attribute, from black to white

Monochromatic images are referred to as gray-scale
images

Chromatic light bands: 0.43 to 0.79 um

The quality of a chromatic light source:

Radiance: total amount of energy

Luminance (Im): the amount of energy an observer perceives
from a light source

Brightness: a subjective descriptor of light perception that is
impossible to measure. It embodies the achromatic notion of intensity
and one of the key factors in describing color sensation.

41



Digital Image Fundamentals

HUMAN Vision

FIGURE 2.3
Graphical
representation of
the eve looking at
a palm tree. Point
C is the optical
center of the lens.
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Power in

Image Acquisition

Energy

— Sensing material

Housing J {\/\/v\»« Voltage waveform out

~

Transform
illumination
energy into

digital images

J

d

b
C

FIGURE 2.12

(a) Single imaging
Sensor.

(b) Line sensor.
(c) Array sensor.
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Image Acquisition Using a Single Sensor

Ve Film

FIGURE 2.13
Combining a
single sensor with
motion to

generate a 2-D -
1mage. Linear motion

Rotation

J

Sensor
O\

AN R OOV A ERTATRCTR OB

R 0D CRCRCENRCCRCOL OO o

One image line out

per increment of rotation
and full linear displacement
of sensor from left to right
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Image Acquisition Using Sensor Strips

One image line out per
increment of linear motion

Imaged area

Image
reconstruction

Cross-sectional images

' /lineatmotion of 3-D object

Sensor strip

Sensor ring

ab

FIGURE 2.14 (a) Image acquisition using a linear sensor strip. (b) Image acquisition using a circular sensor strip.
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Image Acquisition Process

Hlumination (energy) )

9
..f;’/’ l\ source . it

Output (digitized) image

e

Imaging system

(Internal) image plane

Scene element

gcde

FIGURE 2.15 Anexample of the digital image acquisition process. (a) Energy (“illumination™) source. (b) An el-
ement of a scene. (¢) Imaging system. (d) Projection of the scene onto the image plane. (e) Digitized image.
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A Simple Image Formation Model

F(xy) =10 y)T(x,y)

f(x,y): Intensity at the point (x, y)

1(x,y): tllumination at the point (X, y)

(the amount of source illumination incident on the scene)
r(x,y): reflectance/transmissivity at the point (x, y)

(the amount of illumination reflected/transmitted by the object)
where 0 <i(x,y) <ooand 0<r(x,y) <1
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Some Typical Ranges of illumination

Illumination
Lumen — A unit of light flow or luminous flux

Lumen per square meter (Im/m2) — The metric unit of measure
for illuminance of a surface

= On a clear day, the sun may produce in excess of 90,000 Im/m? of
illumination on the surface of the Earth

= On a cloudy day, the sun may produce less than 10,000 Im/m?2 of
illumination on the surface of the Earth

= On a clear evening, the moon yields about 0.1 Im/m? of illumination

= The typical illumination level in a commercial office is about 1000 Im/m?
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Some Typical Ranges of Reflectance

Reflectance

= 0.01 for black velvet

0.65 for stainless steel

0.80 for flat-white wall paint

0.90 for silver-plated metal

0.93 for snow

49



Digitizing the
coordinate
values

Image Sampling and Quantization

gErers

d«d

.

L
a,
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¥

Sampling
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Quantization

WKM

Wi,
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LU i g

R

ab
cd

FIGURE 2.16
Generating a
digital image.

(a) Continuous
image. (b) A scan
line from A to B
in the continuous
image, used to
illustrate the
concepts of
sampling and
quantization.

(c) Sampling and
quantization.

(d) Digital

scan line.

Digitizing the
amplitude

I A v e e |

values
N
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Image Sampling and Quantization

ab

FIGURE 2.17 (a) Continuous image projected onto a sensor array. (b) Result of image
sampling and quantization.
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Representing Digital Images

a
b c
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Representing Digital Images

The representation of an MxN numerical
array as

f (0,0) £(0,1) .. f(ON=1)

f (1,0 f(1,1 f(Q,N-1
2| TGOt LN-D

_f(Mm—l,O) f(Mm—l,l) f (M —.l,N—l)_



Representing Digital Images

The representation of an MxN numerical
array in MATLAB

T f(L) f(L2) .. fEN)

f(2,1 f(2,2) .. f(2,N
fopy<| T@D 12D @)

_f(I.\./i,l) f(IQI.,Z) f(I\I/i.,N)_



Representing Digital Images

Discrete intensity interval [0, L-1], L=2k

The number b of bits required to storea M x N
digitized image

b=MxN x k
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Representing Digital Images

TABLE 2.1

Number of storage bits for various values of N and k.
EIEE gis e Hins=dy Al sl duls il S0l = Guhe sl Wi s b D = 0E
32 2,048 3072 4.096 5.120 6.144 7,168 8,192
64 8,192 12,288 16.384 20,450 24576 28,672 32,768
128 6,3 32,768 49152 65.536 81.920 08.304 114,688 131,072
256 5,536 131,072 196,608 262.144 327.680 393.216 458,752 524288
512 262,144 524288 186,432 1.048.576 1.310.720 1.572.864 1,835,008 2,097,152
1024 J45.576 2097152 3,145,728 4.194 304 5.242. 880 6.291.456 7,340,032 8,388,608
2048 4194304 8388608 12582912  16.777.216 20971520 25165824  29369,128 33,554,432
4096 16,777,216 33554432 50331648 67.108.864  83.886.080 100.663296 117440512 134217728
8192 67,108,864 134217.728 201,326,592 268435456 335544320 402.653.184 469762048 536,870,912

aindd o
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Spatial and Intensity Resolution

Spatial resolution
— A measure of the smallest discernible detail in an image

— stated with /ine pairs per unit distance, dots (pixels) per
unit distance, dots per inch (api)

Intensity resolution
— The smallest discernible change in intensity level
— stated with & bits, 12 bits, 16 bits, etc.

PR =
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1 1
R
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cd

FIGURE 2.20 Typical effects of reducing spatial resolution. Images shown at: (a) 1250 58
dpi, (b) 300 dpi, (c) 150 dpi, and (d) 72 dpi. The thin black borders were added for
clarity. They are not part of the data.




Spatial and Intensity Resolution

/‘-

ab
cd

FIGURE 2.21

(a) 452 x 374,
256-level image.
(b)—(d) Image
displayed in 128,
64. and 32 gray
levels, while
keeping the
spatial resolution
constant.
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Spatial and Intensity Resolution

f
h

FIGURE 2.21
(Continued)
(e)—=(h) Image
displayed in 16. 8,
4.and 2 gray
levels. (Original
courtesy of

Dr. David

R. Pickens.
Department of
Radiology &
Radiological
Sciences,
Vanderbilt
University
Medical Center.)
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Image Interpolation

Interpolation — Process of using known data to
estimate unknown values

e.g., zooming, shrinking, rotating, and geometric correction

Interpolation (sometimes called resampling) —
an imaging method to increase (or decrease) the number
of pixels in a digital image.

Some digital cameras use interpolation to produce a larger image than
the sensor captured or to create digital zoom

http://www.dpreview.com/learn/?/key=interpolation

aind 2 .
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Image Interpolation:
Nearest Neighbor Interpolation

~
f1(x,Y,) =
f(round(x,), round(y,)) 7, b
=f(Xy,Y1) ‘-

4 N
fl(X3,Y3) - | II + -0.5 o .5
f(round(x;), round(ys;)) | |
=f(X1,Y1)

/

EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEE
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Image Interpolation:
Bilinear Interpolation

AN

e \H&‘ / ................... |.I.I .................................... (XIY)

f,(X,y) h* LT 1 0 1

=(1-a){(1-b)uf (I,k) +a{l-b)uf (I +1,k)

+(1—a)bf (I,k+1)+abf (I +1,k +1)

| = floor(x),k = floor(y),a=x-1,b=y—Kk.
—aind 2
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Image Interpolation:
Bicubic Interpolation

The intensity value assigned to point (x,y) is obtained by
the following equation

(X, y) = Zza X'y’

1=0 =0

w

The sixteen coefficients are determined by using the
sixteen nearest neighbors.

http://en.wikipedia.org/wiki/Bicubic_interpolation

aind 2
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Examples: Interpolation

aindd 2

NEW MEXICO TECH

EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEE

65



ExamDIes Interpolation




ExamDIes Interpolation




ExamDIes Interpolation




Examples: Interpolation

PR

IENCE-ENGINEERING -RESEARCH - UNIVERS

69



Examples: Interpolation










Basic Relationships Between Pixels

Neighborhood
Adjacency
Connectivity
Paths

Regions and boundaries
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Basic Relationships Between Pixels

Neighbors of a pixel p at coordinates (x,y)

4-neighbors of p, denoted by N,(p):
(X-]'I Y)I (X+11 Y)I (le-l)l and (X/ y+1)

4 diagonal neighbors of p, denoted by Ny(p):
(x-1, y-1), (x+1, y+1), (x+1,y-1), and (x-1, y+1).

8 neighbors of p, denoted Ng(p)
Ng(P) = N4(p) U Np(p)
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Basic Relationships Between Pixels

Adjacency
Let V be the set of intensity values

4-adjacency: Two pixels p and g with values from V are
4-adjacent if q is in the set N,(p).

8-adjacency: Two pixels p and g with values from V are
8-adjacent if g is in the set Ng(p).
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Basic Relationships Between Pixels

Adjacency
Let V be the set of intensity values

m-adjacency: Two pixels p and g with values from V are
m-adjacent if

(i) g is in the set N,(p), or

(ii) g is in the set Ny(p) and the set N,(p) N N4(p) has no pixels whose
values are from V.
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Basic Relationships Between Pixels

Path

A (dl%ltéﬂ) path (or curve) from pixel p with coordinates (x,, y,) to pixel
g with coordinates (x,, y,) is a sequence of distinct pixels with

coordinates
(Xor Yo)r (X1s Y1)r s (Xns Vi)
Where (x;, y;) and (X4, Yi.;) are adjacent for 1 <i < n.
Here nis the /ength of the path.
If (X0, Yo) = (X, Y,,), the path is closed path.

We C?an define 4-, 8-, and m-paths based on the type of adjacency
use

77
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Examples: Adjacency and Path
V=4{12}

0 11
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0 01
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Examples: Adjacency and Path
V=4{12}

‘O
‘O
*

..
L2
L 2
‘e
.

8-adjacent

ON =
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Examples: Adjacency and Path

vV ={1,2}
O 1 :::: 1 O 1 ...... 1
0 20 0 2.0
0 0 1 0 0 1

8-adjacent m-adjacent



Examples: Adjacency and Path

V={1, 2}
0. 1. 1. 0 1-¢1 0 1-¢1
021 22,2 02,3 O 2... 0 0 2... O
03,1 03,2 13,3 O O .”1 ..... 0 O ”1
8-adjacent m-adjacent
The 8-path from (1,3) to (3,3): The m-path from (1,3) to (3,3):
(i) (1,3), (1,2), (2,2), (3,3) (1,3), (1,2), (2,2), (3,3)
(i) (1,3), (2,2), (3,3)
‘A‘A 81
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Basic Relationships Between Pixels

Connected in S

Let S represent a subset of pixels in an image. Two pixels
p with coordinates (X,, Y,) and g with coordinates (X, Y,)
are said to be connected in S if there exists a path

(XOI YO)I (Xll YI)I ey (an Yn)

Where VI,0<1<n,(X,Y.) €S

PR o
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Basic Relationships Between Pixels

Let S represent a subset of pixels in an image

For every pixel pin S, the set of pixels in S that are connected to pis
called a connected component of S.

If S has only one connected component, then S is called Connected
Set.

We call R a region of the image if R is a connected set

Two regions, R; and R; are said to be adjacent if their union forms a
connected set.

Regions that are not to be adjacent are said to be disjoint.
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Basic Relationships Between Pixels

Boundary (or border)

The boundary of the region R is the set of pixels in the region that
have one or more neighbors that are not in R.

If R happens to be an entire image, then its boundary is defined as the
set of pixels in the first and last rows and columns of the image.

Foreground and background

An image contains K disjoint regions, R, k=1, 2, ..., K. Let R, denote
the union of all the K regions, and let (R,)c denote its complement.

All the points in R, is called foreground;
All the points in (R,)¢is called background.
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Question 1

In the following arrangement of pixels, are the two
regions (of 1s) adjacent? (if 8-adjacency is used)
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Question 2

In the following arrangement of pixels, are the two
parts (of 1s) adjacent? (if 4-adjacency is used)
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In the following arrangement of pixels, the two
regions (of 1s) are disjoint (if 4-adjacency is used)

87



In the following arrangement of pixels, the two
regions (of 1s) are disjoint (if 4-adjacency is used)

1

foreground
3= "
0
1\[ background }

1
1

H = O O |
= = O = O =
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Question 3

In the following arrangement of pixels, the circled
point is part of the boundary of the 1-valued pixels
if 8-adjacency is used, true or false?

0 0 0 0 O
0 1 1 0 0
0 1 1 0 O
0 1 d1: 1 0
wrs=—i/ /il { @
0 0 0 0 O
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Question 4

In the following arrangement of pixels, the circled
point is part of the boundary of the 1-valued pixels
if 4-adjacency is used, true or false?

0 0 0 0 O
0 1 1 0 0
0 1 1 0 O
0 1 d1: 1 0
wrs=—i/ /il { @
0 0 0 0 O
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Distance Measures

Given pixels p, g and zwith coordinates (X, y), (s, t),
(u, v) respectively, the distance function D has
following properties:

D(p,q)=0 [D(p,q)=0,iff p=q]
D(p, q) = D(q, p)

D(p, z) = D(p, q) + D(q, 2)
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Distance Measures

The following are the different Distance measures:

a. Euclidean Distance :
D.(p, @) = [(x-5)? + (y-t)2]¥2

b. City Block Distance:
D4(p, q) = |X-s| + [y-t|

c. Chess Board Distance:
Dg(p, ) = max(|x-s|, [y-t])
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Question 5

In the following arrangement of pixels, what'’s the
value of the chessboard distance between the
circled two points?

T
+* e

P
. ~

O O O O O O
© O O O O O
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Question 6

In the following arrangement of pixels, what'’s the
value of the city-block distance between the circled
two points?

T
+* e

P
. ~

O O O O O O
© O O O O O
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Question 7

In the following arrangement of pixels, what's the
value of the length of the m-path between the
circled two points?

T
+* e

P
. ~

O O O O O O
© O O O O O
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Question 8

In the following arrangement of pixels, what's the
value of the length of the m-path between the
circled two points?

T
+* e

P
. ~

O O O O O O
© O O O O O
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Introduction to Mathematical Operations in

DIP

Array vs. Matrix Operation

A d;;
Array a-21 a-22
product - -
operator
N {anbu b,
Matrix a21b21 a‘22'322
product
N {aﬂbu +ay,by,

a'21b11 + a'221021 a21b12 + a22'4‘)22_|

|

B =

b,,

b,
_b21 b22 ~

( Array product

-

|

a,by, +a,b,, }

( Matrix product

-

|
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Introduction to Mathematical Operations in
DIP

Linear vs. Nonlinear Operation

H[f(x,y)]=9(x,y)
H|a f(x y)+af;(xy)]

=H|a f,(x,y)|+H :aj f. (X, y): % Aoy ]

=aH|[f(x,y)]+aH [fj(x, y): \{ Homogeneity ]
=a,0; (X, y)"'ajgj(X’ y)

H is said to be a linear operator;
H is said to be a nonlinear operator if it does not meet the

above qualification. I
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Arithmetic Operations

Arithmetic operations between images are array
operations. The four arithmetic operations are denoted

ds

s(x,y) = f(x,y) + a(x,y)
d(x,y) = f(x,y) — a(x,y)
p(x,y) = f(x;y) x g(x,y)
v(x,y) = f(x,y) + g(x,y)
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Example: Addition of Noisy Images for Noise Reduction

Noiseless image: f(x,y)

Noise: n(x,y) (at every pair of coordinates (x,y), the noise is uncorrelated
and has zero average value)

Corrupted image: g(x,y)
g(x,y) = f(x,y) + n(x,y)

Reducing the noise by adding a set of noisy images, {g.(x,y)}

G(¥) =" 0,(x.9)
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Example: Addition of Noisy Images for Noise Reduction
1 K
g(xy)=--2.6(xY)
i=1

E{T(x,y)} = { Zg(x Y)} Gf =O'2

Iy K .
:E{E;[f(x, y) +n. (X, Y)]} _62 _102
1 K — —zn.(xy) = K ")
= f(x, y)+E{EZni(X, y)} .

= 1(X,y)
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Example: Addition of Noisy Images for Noise Reduction

In astronomy, imaging under very low light levels
frequently causes sensor noise to render single images
virtually useless for analysis.

In astronomical observations, similar sensors for noise
reduction by observing the same scene over long
periods of time. Image averaging is then used to
reduce the noise.
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a b

dileliE
13
FIGURE 2.26 (a) Image of Galaxy Pair NGC 3314 corrupted by additive Gaussian noise. (b)—(f) Results of

averaging 5, 10, 20, 50, and 100 noisy images, respectively. (Original image courtesy of NASA.)




An Example of Image Subtraction: Mask Mode Radiography

Mask h(x,y): an X-ray image of a region of a patient’s body

Live images f(x,y): X-ray images captured at TV rates after injection of
the contrast medium

Enhanced detail g(x,y)

g(XIY) = f(XIY) 5 h(XIY)

The procedure gives a movie showing how the contrast medium
propagates through the various arteries in the area being observed.
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FIGURE 2.28
Digital
subtraction
angiography.

(a) Mask image.
(b) A live image.
(c) Difference
between (a) and
(b). (d) Enhanced
difference image.
(Figures (a) and
(b) courtesy of
The Image
Sciences Institute,
University
Medical Center,
Utrecht, The
Netherlands.)




abc

FIGURE 2.29 Shading correction. (a) Shaded SEM image of a tungsten filament and support, magnified
approximately 130 times. (b) The shading pattern. (c) Product of (a) by the reciprocal of (b). (Original image
courtesy of Mr. Michael Shaffer. Department of Geological Sciences, University of Oregon, Eugene.)
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Set and Logical Operations

AUB

ANB

AC

abc
de

FIGURE 2.31

(a) Two sets of
coordinates, A and B,
in 2-D space. (b) The
union of A and B.
(c) The intersection
of A and B. (d) The
complement of A.
(e) The difference
between A and B. In
(b)—(e) the shaded
areas represent the
member of the set
operation indicated.
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Set and Logical Operations

Let A be the elements of a gray-scale image

The elements of A are triplets of the form (%, y, z), where
X and y are spatial coordinates and z denotes the intensity
at the point (x, y).

A ={(x,y,2)|z=f(x,y)}

The complement of A is denoted Ac

A" ={(x,y,K-2)[ (X y,2) € A}
K =2% —1:k is the number of intensity bits used to represent z
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Set and Logical Operations

The union of two gray-scale images (sets) A and B is
defined as the set

AuB={max(a,b)|ae A be B}
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Set and Logical Operations

abc

FIGURE 2.32 Set
operations
involving gray-
scale images.

(a) Original
image. (b) Image
negative obtained
using set
complementation.
(c) The union of
(a) and a constant
image.

(Original image
courtesy of G.E.
Medical Systems.)
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Set and Logical Operations

NOT(A)

NOT
-

(A) AND (B)

FIGURE 2.33
Illustration of
logical operations
involving
foreground
(white) pixels.
Black represents
binary Os and
white binary 1s.
The dashed lines
are shown for
reference only.
They are not part
(4) XOR (B) of the result.

XOR
111




Spatial Operations

» Single-pixel operations

Alter the values of an image’s pixels based on the intensity.

s=T(z)

s=T(2) FIGURE 2.34 Intensity

i transformation

function used to
obtain the negative of
an 8-bit image. The
dashed arrows show
transformation of an
arbitrary input
intensity value z; into
its corresponding
output value sp.

255

e.g.,

50
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Spatial Operations

Neighborhood operations

The value of this pixel is
determined by a specified
operation involving the pixels in
the input image with coordinates
<in Sxy
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Spatial Operations

» Neighborhood operations

Image f

n

e
°

(x, v)

| —H

SIV

"

L
(x. y)
The value of this pixel

is the average value of the

pixelsin S,

Image g
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Geometric Spatial Transformations

Geometric transformation (rubber-sheet transformation)
— A spatial transformation of coordinates

(X, y) =T{(v, W)}

— intensity interpolation that assigns intensity values to the spatially
transformed pixels.

Affine transform

[x y 1]=[v w 1]t, t,
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TABLE 2.2
Affine transformations based on Eq. (2.6.-23).

Transformation . . Coordinate
Name Affine Matrix, T Equations Example
Identity 1 0 0 x=v
01 0 N !
0 0 1 1
X
Scaling ¢, 0 0 X=Cv
0 ¢ O y=cw
0o o0 1
] r
Rotation cos@ sind x =wcosf —wsin d
—sinf cos® 0 y=wvcosd +wsinfb
0 0
Translation 1 0 0 x=v+1,
0O 1 0 y=w+lI
e t, 1
Shear (vertical) "1 0 0] xmp+ 5w
(i
| y=w
Shear (horizontal) 1 s, O xX=v
0 1 0 V=580 + w ;E
0 0 1 i
- - J
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Intensity Assignment

Forward Mapping

(X, y) =T{(v, W)}

It's possible that two or more pixels can be transformed to the same
location in the output image.

Inverse Mapping
(v, w) =T {(x, ¥)}

The nearest input pixels to determine the intensity of the output pixel
value.

Inverse mappings are more efficient to implement than forward
mappings.
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Example: Image Rotation and Intensity
Interpolation

.\_\-\.\ \\\\ -\.\.\.

abcd

FIGURE 2.36 (a) A 300 dpi image of the letter T. (b) Image rotated 21° clockwise using nearest neighbor
interpolation to assign intensity values to the spatially transformed pixels. (c) Image rotated 21° using
bilinear interpolation. (d) Image rotated 21° using bicubic interpolation. The enlarged sections show edge
detail for the three interpolation approaches.
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Image Registration

Input and output images are available but the
transformation function is unknown.

Goal: estimate the transformation function and use it to
register the two images.

One of the principal approaches for image registration is
to use t7e points (also called control points)

The corresponding points are known precisely in the
input and output (reference) images.
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Image Registration

A simple model based on bilinear approximation:

(X =C,V+C,W+C,VW+C,

Y =C,V + CW+ C,VW+ G

Where (v,w) and (X, y) are the coordinates of
tie points in the input and reference images.
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ab
c d

FIGURE 2.37
Image
registration.

(a) Reference
image. (b) Input
(geometrically
distorted image).
Corresponding tie
points are shown
as small white
squares near the
corners.

(c) Registered
image (note the
errors in the
borders).

(d) Difference
between (a) and
(c), showing more
registration
errors.
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Image Transform

A particularly important class of 2-D linear transforms,
denoted T(u, v)

M-1N-1

T(u,v)=> > f(xy)r(xy,u,v)

x=0 y=0

where f (X, y) IS the input Image,

r(x,y,u,v) Is the forward transformation ker nel,
variables u and v are the transform variables,
u=0,1,2,..,M-1landv= 0,1, .., N-1.
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Image Transform

Given T(u, v), the original image f(x, y) can be recoverd
using the inverse tranformation of T(u, v).

M-1N-1

f(x,y)=> > T(U,v)s(x,y,u,v)

u=0 v=0
where s(X, y, u, V) Is the inverse transformation ker nel,

x=0,1,2,..,M-landy = 0, 1, ..., N-1.
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Image Transform

f(x, y)— Transform
e

I{u, v) Operation

R

R[T(u, v)]

Inverse
transform

- g (X, )

—

Spﬂ[iﬂl ""'--—_—-_.___‘_'___.—-—_-—""r Spﬂ[lﬂl

Transform domain

domain

FIGURE 2.39
General approach
for operating in
the linear
transform
domain.

aindd 2

NEW MEXICO TECH

SCIENCE-ENGINEERING -RESEARCH -UNIVERSITY

domain
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Example: Image Denoising by Using DCT Transform

FIGURE 2.40

(a) Image corrupted
by sinusoidal
interference. (b)
Magnitude of the
Fourier transform
showing the bursts
of energy responsible
for the interference.
(c) Mask used to
eliminate the energy
bursts. (d) Result of
computing the
inverse of the
modified Fourier
transform. (Original
image courtesy of

NASA.)
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Forward Transform Kernel

M-1N-1

TU,v)=> > f(xy)r(x,yuv)

x=0 y=0

The kernel r(x, y,u,v) is said to be SEPERABLE if
r(x,y,u,v) =r(x,u)n(y,v)

In addition, the kernel is said to be SYMMETRIC if
I,(x,u) Is functionally equal to r, (y, Vv), so that

r(xy,u,v) = £(x,u)r(y,u)
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The Kernels for 2-D Fourier Transform

The forward kernel
r(x,y,u,v)
Where j=+/-1

v e—j27r(ux/M +vy/N)

The inverse kernel

1 .
S(X, Y,U,V) = N7 R D
MN



2-D Fourier Transform

T(U,V) _ f (X y)e j27(ux/M +vy/N)

T (U V)eJZﬂ(UX/M +vy/N)



Probabilistic Methods

Letz, 1=0, 1 2, ..., L-1, denote the values of all possible intensities
inan M x N digital image. The probability, p(z, ), of intensity level
Z, occurring in a given image is estimated as
nk
Z,)=——,
p(z,) i
where n, is the number of times that intensity z, occurs in the image.

=i
Z p(zk) =1
k=0

The mean (average) intensity Is given by

L-1
m=> zp(z)
k=0

129



Probabilistic Methods

The variance of the intensities Is given by

o’ = IZi(zk _m)2 p(z,)

The n™ moment of the intensity variable z is

0,(2) = 3 (2, ~m)" p(z,)

130



Example: Comparison of Standard Deviation
Values
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Homework

http://cramer.cs.nmt.edu/~ip/assignments.html
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